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The response of three coupled FitzHugh-Nagumo neurons, under Gaussian white noise, to a subthreshold
periodic signal is studied in this paper. By combining the canard dynamics, chemical coupling, and stochastic
resonance together, the information transfer in this neural system is investigated. We find that chemical syn-
aptic coupling is more efficient than the well-known linear coupling �gap junction� for local signal input, i.e.,
only one of the three neurons is subject to the periodic signal. This weak and local input is common in
biological systems for the sake of low energy consumption.
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I. INTRODUCTION

Noise-induced complex dynamics in excitable neurons
have attracted great interest in recent years. The random syn-
aptic input from other neurons, random switching of ion
channels, and the quasirandom release of neurotransmitter by
synapses contribute to the randomicity in neurons �1�.
Izhikevich �2� briefly introduced the influence of channel
noise, conductance noise, membrane noise, and synaptic
noise on the dynamics of neural systems. In contrast to the
destructive role of noise, such as disordering or destabilizing
the systems, noise can play important and constructive roles
for the amplification of information transfer in some cases.
Particularly, in the presence of noise, special attention has
been paid to the complex behaviors of neurons that locate
near the canard regime �3–8�, where neurons are so sensitive
to external signal that they can save energy consumption of
biological systems in signal processing. Such neurons, as
investigated in �3,4,7�, possess two internal frequencies cor-
responding to the standard spiking and the small amplitude
oscillations �canard orbits�. For the former, it is the fre-
quency of the regular spiking purely induced by appropriate
noise, which is known as coherence resonance �CR�. For the
latter, the subthreshold oscillations are critical in the famous
stochastic resonance �SR� phenomenon. SR describes the co-
operative effect between a weak signal and noise in a non-
linear system, leading to an enhanced response to the peri-
odic force �9�.

Recently, Ullner et al. gave detailed descriptions of sev-
eral new noise-induced phenomenon in the FitzHugh-
Nagumo �FHN� neuron in �1�. They showed that optimal
amplitude of high-frequency driving enhances the response
of an excitable system to a low-frequency signal �10�. They
also investigated the Canard-enhanced SR �4�, the effect of
noise-induced signal processing in systems with complex at-
tractors �11�, and a new noise-induced phase transition from
a self-sustained oscillatory regime to an excitable behavior
�12�. In �13�, Zhou et al. have demonstrated the effect of CR

in a heterogeneous array of coupled FHN neurons. They find
that both the decrease of spatial correlation of the noise and
the inhomogeneity in the parameters of the array can en-
hance the coherence.

However, most of the relevant studies only considered the
single neuron �4,6,14� or neurons with linear electrical cou-
pling �gap junctions� �5,13,15,16� and omitted another im-
portant case—chemical �nonlinear� coupling. As investigated
in �17�, a substantial increase in the CR of chemical coupled
Morris-Lecar models can be observed, in comparison with
the �linear� electrical coupled ones.

Considering these, based on the canard dynamics in
chemical coupled neurons �18�, we make comparisons of the
response to external periodic signal between chemical
coupled and electrical coupled neurons, which locate near
the canard regime and are subject to white noise environ-
ment. The contents of this paper are arranged as follows. In
Sec. II, brief introductions of the FHN model, the two cou-
pling cases, and the simulation are given, and then a com-
parison between the two kinds of coupling are made for in-
formation transfer. Finally, conclusions and discussions are
made in Sec. III.

II. CHEMICAL SYNAPSES VERSUS GAP JUNCTIONS

A. Neuron model and coupling description

We consider a model of three bidirectional coupled FHN
models �19� described by

�V̇i = Vi − 1
3Vi

3 − Wi + Iapp − Ii
syn,

Ẇi = Vi + a − biWi + Bi cos��t� + A�i�t� , �1�

where i=1,2 ,3 index the neurons, a, bi, and � are dimen-
sionless parameters with ��1 that make membrane poten-
tial, Vi, a fast variable and recovery variable, Wi, a slow
variable. In this section, b1=b2=b3=b and �i are independent
Gaussian white noises with zero mean and intensity A for
each element. Bi cos��t� is the forcing periodic signal. Iapp

and Ii
syn are, respectively, the external applied current and the

synaptic current through neuron i.
For the electrical coupling,
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Ii
syn = �

j�neigh�i�
gsyn�Vi − Vj� , �2�

where gsyn is the conductance of synaptic channel.
For the chemical coupling �20,21�,

Ii
syn = �

j�neigh�i�
gsynsj�Vi − Vsyn� , �3�

where gsyn is the synaptic coupling strength and Vsyn is the
synaptic reversal potential that determines the type of syn-
apse. For the excitatory synapse considered in this paper,
Vsyn=0. The dynamics of the synapse variable sj is governed
by Vj. sj is defined by

ṡ j = ��Vj��1 − sj�/� − sj/�syn,

��Vj� =
�0

1 + exp�− Vj/Vshp�
, �4�

where synaptic decay rate �syn is equal to 1/�. The synaptic
recovery function ��Vj� can be taken as the Heaviside func-
tion. When the neuron is in silent state �V�0�, s is slowly
decreasing and the first equation of �4� can be taken as
ṡ j =−sj /�syn; while in the other case, s jumps fast to 1 and
acts on the postsynaptic cells. Note that in this coupling case
neuron is coupled only when its presynaptic neuron is active,
which is quite different from the continuous connection be-
tween electrical coupled neurons.

In this model, b is one of the critical parameters that can
significantly influence the dynamics of the system �see Fig.
1�. For a single neuron free from noise, Andronov-Hopf bi-
furcation happens at b0=0.45. If b	b0, the neuron would be
excitable and corresponds to the rest state; if b�b0, the sys-
tem would possess a stable periodic solution generating pe-

riodic spikes. Between these two states, there also exists an
intermediate behavior, known as canard explosion �21�. In a
small vicinity of b=b0, there are small oscillations near the
unstable fix point before the sudden elevation of the oscilla-
tory amplitude. This canard regime tends to zero as the pa-
rameter �→0. Here we take �=0.08 as used in �22�, and in
this case the canard regime exists for b� �0.425,0.45�. This
regime is very sensitive to external perturbations and thus
plays a significant role in the signal propagation, which will
be further discussed below.

B. Introduction of the simulations

Stochastic resonance describes the optimal synchroniza-
tion of the neuron output with the weak external input signal
due to intermediate noise intensity. It is closely related to the
information transfer in neural systems. In this paper we first
study SR in three coupled neurons with local stimulus, that
is, only one element is subject to external periodic signal.
The parameters of input periodic signal are taken as B1
=0.05, B2=0, B3=0, and �=0.3 so that there are no spiking
for all the neurons in the absence of noise. Note that the
value of � is much smaller than the two internal frequencies
of neurons.

Figure 2 shows the optimal response of neurons to the
local input signal with intermediate intensity of noise. And
we can see that, for large enough coupling strength gsyn, time
traces of electrical coupled neurons are basically identical.
While in the chemical coupling case, there exists a slight
delay between spikes and the subthreshold oscillations are
different from each other �see Fig. 2�. Therefore, we only
examine the response of the second neuron to external input
instead of the mean field. That is Vi=V2 in the calculation of
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FIG. 1. �Color online� Phase
portraits �blue solid line� of the
single FHN neuron without noise
and external input, where �=0.08,
Iapp=0, a=0.7, and b is the critical
parameter with the threshold b0

=0.45. Two black dashed lines are
V and W null clines, respectively.
�a� b	b0, �b� b=b0, �c� b�b0, �d�
b�b0.
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Fourier coefficient Q, which is used to evaluate the response
of output frequency to the input frequency. The definition of
Q �23� is

Qsin =
�

2
n
�

0

2
n/�

2Vi�t�sin��t�dt ,

Qcos =
�

2
n
�

0

2
n/�

2Vi�t�cos��t�dt ,

Q = �Qsin
2 + Qcos

2 , �5�

where n is the number of periods 2
 /� covered by the inte-
gration time. The quantity Q measures the component from
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FIG. 2. �Color online� Time series of Vi �i=1,2 ,3� and the input signal �black line, the amplitude is 10 times higher than that in the
model�. Left-hand side, chemical coupling b=0.45, gsyn=0.15, A=0.015; right-hand side, electrical coupling b=0.45, gsyn=0.1, A=0.035.
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FIG. 3. �Color online� �a� and �b� The average of Qm over 10 different noise realizations for different gsyn in two respective kinds of
coupled neurons, with b=0.45; �c� signal processing at the input signal versus the noise intensity for the coupled system in different cases,
where b=0.45, B1=0.05; CC, gsyn=0.15; EC, gsyn=0.1.
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the Fourier spectrum at the signal frequency �. The maxi-
mum of Q shows the best phase synchronization between
input signal and output firing. Also, as information in neuron
systems is carried through large spikes instead of subthresh-
old oscillations, we are more interested in the frequency of
spikes. So following �4�, we set the threshold Vs=0 in the
calculation of Q. If V�Vs, V is replaced by the value of the
fixed point Vf �here Vf =−1�; otherwise, V remains the same.

The parameters used in this paper are a=0.7, �=0.08,
Vsyn=0, �0=2, Vshp=0.05, �=1.2, Iapp=0. The rest param-
eters are given in each case. And the numerical integrations
of the system are done by the explicit Euler-Maruyama algo-
rithm �24�, with a time step 0.005.

C. Results and discussions

We study the differences between the chemical coupling
and the electrical coupling for SR when the neurons locate
near the bifurcation point b=0.45. To investigate the influ-
ence of coupling strength, the maximums of Q �Qm� are cal-
culated at the corresponding optimal noise intensities for dif-
ferent values of gsyn in two respective coupling cases �see
Figs. 3�a� and 3�b��. 	Qm
 is the average of Qm over 10
different noise realizations. gsyn=0.15 in �a� and gsyn=0.1 in
�b� are the smallest values for neurons to fire synchronously.
The fluctuations in Fig. 3�b� are caused by the sensitivity to
noise of the electrical coupled neurons, due to the great de-
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FIG. 4. �Color online� �a�–�d� The maxim of Q �Qm� and the corresponding noise intensity Am for different parameters b and � in two
respective coupling cases, where CC, gsyn=0.15; EC, gsyn=0.1. �e� and �f� Time series of the membrane potential V in a single neuron with
different �: �e� �=0.08, �f� �=0.2.
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pendence on noise to make fires in this coupling case. It is
obvious that both too weak and too strong couplings can
decrease the ability of signal processing in each case. For
chemical synapses, too strong coupling distorts the wave
form with random amplitude of the membrane potential and
thus decreases the value of Q. For the electrical coupling,
strong coupling means strong synchronization between cells,
which may suppress the subthreshold oscillations and make
the system need large noise to fire. Considering these, we
choose an appropriate coupling strength in this paper, say
gsyn=0.15 for the chemical coupling case and gsyn=0.1 for
the electrical coupling case.

As we can see, for local stimulus B1=0.05, B2=0, B3=0,
chemical coupling is more efficient than electrical coupling
for signal processing �Fig. 3�c��. As discussed in �17�, chemi-
cal synapses only act while the presynaptic neuron is spik-
ing, whereas electrical coupling connects neurons at all times
�Fig. 2�. Chemical coupling enables small oscillatory neu-
rons to be free from each other and gives more opportunities
for them to fire. Once one spikes, it will stir the others to
spike synchronously. While for the electrical coupling,
strong synchronizations between subthreshold oscillatory
neurons result in the decrease of oscillatory amplitude and
thus the increase of the threshold for firing. Therefore,
chemical coupled neurons can make better explorations of
the internal sensitive dynamics and need smaller noise to
complete signal processing than electrical coupled ones.

Figure 4 shows the influence of subthreshold oscillations
�canards� on the signal processing by changing two param-
eters b and �. With the increase of b, the excitation threshold
increases and the system gradually escapes from the canard
regime. These lead to the decrease of SR in both of the two
coupling cases �see Figs. 4�a� and 4�b��. With the same ex-
citation threshold �b=0.45�, the weakening of subthreshold
oscillations which is induced by the increase of � can also
lead to the decline of SR �see Figs. 4�c�–4�f��. When
�	0.16, the superiority of chemical coupling over electrical
coupling disappears. From this phenomenon, we can learn
that subthreshold oscillations are very important for the fir-
ing of large spikes.

Additionally, we investigate the global stimulus B1,2,3
=0.05, where each neuron is forced by the external signal.
Here the chemical coupled system is not as efficient as the
electrical coupled one for SR �Fig. 3�c��. In this case, neu-

rons are more active and can fire easily, induced by the ex-
ternal signal and noise. The continuous connection in elec-
trical coupled neurons leads to high synchronization and can
make better control of the firing rate than the selective con-
nection in chemical coupled neurons �see Fig. 5�.

However, the global input is not common in real neural
systems. In fact, local input is a more ubiquitous case rather
than a more restricted case. In neural systems with a large
amount of cells, it is unnecessary and impossible to add ex-
ternal signals to all the involved individuals. Only weak and
local input is reasonable and guarantees the low energy con-
sumption in large neural networks. This may be relevant to
the fact that chemical coupling is more universal in mam-
mals than electrical coupling.

III. CONCLUSION

In this paper, we make comparisons of the response to
external signal between chemical coupled and electrical
coupled noisy neurons. In the global input case, the continu-
ous synchronizations of the electrical coupled neurons can
control the frequent firing rate and thus behave better �SR�
than chemical coupled ones. While in the more common
case, i.e., local input case, chemical coupling is more effec-
tive for this weak signal propagation due to its selective cou-
pling. This is very important in practical systems. As in neu-
ral systems with a large amount of cells, only weak and local
input is reasonable and guarantees the low energy consump-
tion in signal processing. This may be relevant to the fact
that chemical coupling is more universal in mammals than
electrical coupling.

It should be noted that canard dynamics, which had been
discussed in �21,25�, plays a critical role to signal process-
ing. The number of subthreshold oscillations between two
closest large spikes has close relationships to the firing rate,
which carries the information during signal propagation. We
will further this study and extend it to larger size of networks
with different topological connections.
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FIG. 5. �Color online� Time
series of Vi �i=1,2 ,3� and input
signal �black line, the amplitude is
10 times higher than that in the
model�. Left-hand side, chemical
coupling b=0.45, gsyn=0.15, A
=0.025, B1,2,3=0.05. Right-hand
side, electrical coupling b=0.45,
gsyn=0.1, A=0.035, B1,2,3=0.05.
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